HIDDEN MARKOV MODELS WITH FEATURE MAPPING: AN APPLICATION TO MMOG PLAYER CLASSIFICATION

Ruck Thawonmas and Yoshitaka Matsumoto
Intelligent Computer Entertainment Laboratory
Department of Human and Computer Intelligence, Ritsumeikan University
Kusatsu, Shiga 525-8577, Japan
URL: www.ice.ci.ritsumei.ac.jp
E-mail: ruck@ci.ritsumei.ac.jp

KEYWORDS

Hidden Markov Model, N-Gram, Term Frequency, CRM, MMOG

ABSTRACT

In this paper, we propose a method for determining the model structure and the initial parameters of Hidden Markov Models (HMMs) used for classification of players in Massively Multiplayer Online Games (MMOGs). The concept of the proposed method is that of mapping important features of each player type to its HMM states. Such important features are extracted by N-Gram and a variant of Term Frequency, techniques in Natural Language Processing. In our previous work, we discussed the use of HMMs for the aforementioned classification task. However, in the experiments there the model structure and the initial parameters of HMMs were determined using a priori knowledge on the player models of the MMOG simulator in use. With the proposed method in the present paper, the resulting HMMs have recognition performance higher than those initialized either by random setting of parameters or by assigning an equivalent value to all parameters in a same parameter set. In addition, they are comparable to those using a prior knowledge.

INTRODUCTION

The market size of Massively Multiplayer Online Games (MMOGs) continues to grow at a high speed. At the same time, competitions among MMOGs are also becoming very high. To keep players in the game, it is very important that players’ demands are grasped, and that appropriate contents tailored for each player or each specific group of players are made.

In virtual worlds such as MMOGs, players are typically identified by their characteristics as "Killers", "Achievers", "Explorers", and "Socialisers" (Bartle 1996). Following this categorization, a typical implementation of customer relationship management (CRM) for MMOGs can be depicted in Fig. 1. In this figure, players are categorized into one of the pre-defined types based on appropriate selected features from game logs and are provided contents according to their favorites. Examples of such contents include those with more hunting opportunities, a wider variety of collectable items, longer-journey missions, and higher frequency of social events for Killers, Achievers, Explorers, and Socialisers, respectively. Thereby, players should enjoy the game more and hence play longer.

We previously showed in a paper (Matsumoto and Thawonmas 2004) that Hidden Markov Models (HMMs) (Bengio 1999) trained with player action sequences are effective in classification of MMOG players. In addition, they have higher recognition performance than a variant of k-nn classifier (Ho
In general, it is difficult to obtain real MMOG game logs from game companies. So we use Zereal (Tveit et al. 2003), a Python-based multiple agent simulation system running on a PC cluster system. The architecture of Zereal and a screen shot of a game world are shown in Figs. 2 and 3, respectively. Zereal is composed of one master node and multiple world nodes. The master node collects the current status (world model) of each word and forwards this information to a client computer for visualization or data analysis. A world node simulates all objects such as player agents and monster agents. Other objects include food items and potion items for recovering stamina, and key items for opening a door in order to leave the current world.

In this work, we focus on two types of player agents, Killer and MarkovKiller because they somehow behave like Killers and Achievers, respectively. Each player agent has nine actions, i.e., ‘walk’, ‘attack’, ‘chat’, ‘pickup potion’, ‘pickup food’, ‘pickup key’, ‘leave world’, ‘enter world’, and ‘removed’. The action ‘removed’ is outputted to game logs when a player agent (or a monster) dies due to its hit point having reached zero. Killer and MarkovKiller have different characteristics, as described below.

- Killer (K) has no sociability and will pursue the closest player or monster and kill it.

- MarkovKiller (MK) selects the next action from multiple candidates using a given Markov matrix. By manipulating the Markov matrix, we implement two types of MarkovKiller, InexperiencedMarkovKiller and ExperiencedMarkovKiller, described as follows:
  - InexperiencedMarkovKiller (IMK) who equally attempts all possible actions in a given situation; all elements of the Markov matrix equal.
  - ExperiencedMarkovKiller (EMK) who prefers particular actions over others in a given situation; the elements of the Markov matrix are not uniform.
HIDDEN MARKOV MODELS

HMMs are a tool to statistically model a process that varies in time. From the set of observations, time structures hidden therein are derived. An HMM can be specified by (1) the set of hidden states $S = \{s_1, \ldots, s_H\}$; (2) the transition matrix $A$ whose elements $a_{ij}$ represent the probability to go from state $s_i$ to the state $s_j$; (3) the set of observation symbols $V = \{v_1, \ldots, v_O\}$; (4) the emission matrix $B$ whose elements $b_{jk}$ indicate the probability of emission of symbol $v_k$ when the system state is $s_j$; (5) the set of initial state probability distribution $\Pi = \{\pi_1, \ldots, \pi_H\}$ whose elements $\pi_i$ represent the probability for $s_i$ to be the initial state.

In our work, the Baum-Welch algorithm (Bengio 1999) is used to train HMMs, one for each player type, with a training data set. The training data set consists of both the action sequence and the type of each known agent player. To identify the type of an unknown player agent, the Viterbi algorithm (Bengio 1999) is used. Inputted by the action sequence of an unknown player, this algorithm computes the log probability of each trained HMM. The unknown player agent will be labeled by the type of the trained HMM with the highest log probability.

1In practice, information from player questionnaires or from Game Masters could be used for labeling the type of a player in a given training data set.

FEATURE MAPPING

To determine the model structure and the initial parameters of HMMs, we use two algorithms, N-Gram and a variant of Term Frequency (TF). The basic idea behind our method is that of constructing and initializing HMMs based on important features extracted from the training data by these two algorithms. For player type $t$, we define an important feature as an $N$-gram word $w$ with $TF_{w,t}$ beyond a given threshold $\rho_t^{TF}$ and $NTF_{w,t}$ beyond a given threshold $\rho_t^{NTF}$, where $TF_{w,t}$ is the number of occurrences of $w$ in $t$, and $NTF_{w,t}$ is calculated as follows:

$$NTF_{w,t} = \frac{TF_{w,t}}{\sum_{w} TF_{w,t}}$$

(1)

To limit the complexity of resulting HMMs, features that include those with smaller $N$, extracted previously, are discarded. In addition, for $N \geq 2$ a word is defined by symbols and their frequency, regardless of the order of them, in the word; for example, "abb" and "bab" are considered the same word. For each player type, an important feature is mapped to a state of the corresponding HMM, and the frequency of a symbol in the feature is used directly as the initial probability of emission of the symbol from the state.

The algorithm of the proposed method is given below as follows:

**Step 1** - Initialize $\rho_t^{TF}$ and $\rho_t^{NTF}$, and set $N = 1$.

**Step 2** - Run N-Gram and flag N-gram words with $TF_{w,t} < \rho_t^{TF}$ for each player type $t$.

**Step 3** - For each player type $t$, select from the unflagged N-gram words those that satisfy $NTF_{w,t} \geq \rho_t^{NTF}$ and do not include any smaller-size words selected in the previous iterations.

**Step 4** - If no N-gram word has been selected for each player type in the current iteration go to **Step 5**; otherwise, increment $N$ and go to **Step 2**.

**Step 5** - For each player type $t$, construct the corresponding HMM such that it consists of
states, individually mapped from the corresponding selected N-gram word, and an extra state mapped from the word consisting of all symbols.

**Step 6** - Let $H_{\text{max}}$ denote the number of states of the HMM with the maximum number of states. Add extra states to HMMs with the number of states less than $H_{\text{max}}$ until its number of states becomes $H_{\text{max}}$.

**Step 7** - For each player type $t$, initialize each element in the emission matrix $B$ to the frequency of the corresponding symbol in the word mapped to the corresponding state, except for the extra states. The initial probability of emission of each symbol from the extra states is decided randomly. The initial value of each element in the transmission matrix $A$ and in the set of initial state probability distribution $\Pi$ is set to $1/H_{\text{max}}$.

Below we explain the above algorithm with simplified MMOG game log data shown in Figure 4. At **Step 1** and henceforth, $\rho^T_{\text{F}}$ and $\rho^N_{\text{TF}}$ are set, respectively, to the number of type $t$ players/2 and $1.5$ /the number of player types. In this example, thereby, $\rho^T_{\text{F}} = 1.5$ and $\rho^N_{\text{TF}} = 0.5$ for all $t$. Figure 5 shows the result of **Step 2**, where the elements with an oblique line are those with $TF_{w,t} < \rho^T_{\text{F}}$. Figure 6 shows the result of **Step 3**, where the word "c" is selected for type 3. At **Step 4**, $N$ is incremented to 2. Figure 7 shows the result of **Step 2** with $N = 2$, where the elements with an oblique line are those with $TF_{w,t} < \rho^T_{\text{F}}$. Figure 8 shows the result of **Step 3** with $N = 2$; where the words "aa" and "ab" are selected for type 1, and the word "cc" is selected for type 2, and the word "bb" for type 3, and the elements with an oblique line are those that satisfy $N_{\text{TF}}_{w,t} \geq \rho^N_{\text{TF}}$, but include at least one of the previously selected words. At **Step 4**, $N$ is incremented to 3. Figure 9 shows the result of **Step 2** with $N = 3$; where only words that occur in at least one player type are shown, and the elements with an oblique line are those with $TF_{w,t} < \rho^T_{\text{F}}$. Figure 10 shows the result of **Step 3** with $N = 3$, where no word has been selected. Fig 11 shows the list of important features for each player type. The results of **Steps 5 – 7** are shown in Fig. 12, where a node represents a state, and $x$ and $y$ in $x : y$ next to a dotted arrow from a state represent a symbol and its emission probability from the state, respectively.

**EXPERIMENTAL RESULTS**

In our experiments, we generated game logs by running 10 independent Zereal games with 300 simulation-time cycles. Each game consisted of 16 worlds, in each of which there were 50 player agents of each type ($K$ and $MK$), 50 monsters, and 50...
For the first three HMMs, following the same recipe in the paper (Matsumoto and Thawonmas 2004), the number of states was set to 8 (cf. Fig. 15), and each element in II and A was initialized to an equivalent value 1/8. Thus, some kind of a priori was also used in both Random and Equivalent.

The recognition rate of an HMM for each game was derived by averaging the recognition rates when the log data from worlds 1-8 and worlds 9-16 were respectively used for training and testing the HMM (whether or not it correctly labels an unknown data to either K or MK), and vice versa.

Figure 16 shows the recognition rates of the HMMs over 10 games. With the proposed method, the resulting HMMs have higher recognition performance than Random and Equivalent, and are comparable to A Priori.

CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a method for determining the model structure and the initial parameters of HMMs for classification of players in MMOGs. The resulting HMMs have higher recognition performance than other general approaches, such as random setting of parameters, or assigning an equivalent value to all parameters in a same parameter set. They also have the recognition performance comparable to the approach using a prior
knowledge, as adopted in our previous work. The proposed method requires decision of two parameters, i.e., $\rho^{TF}_t$ and $\rho^{NTF}_t$. In this paper, we heuristically set them to the number of type $t$ players/2 and 1.5/the number of player types, respectively, which seems to work well for the log data in use. As our future work, we plan to conduct an extensive study on the effect of these parameters and to apply our findings to real MMOG data from an edutainment multiplayer online game called The ICE (Thawonmas and Yagome 2004), under development at our research laboratory.
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Figure 12: Resulting HMMs and their parameter initial values for the data in Fig. 4

Figure 13: Typical game log data from Zereal

Figure 14: Typical player action sequences

Figure 15: Initial emission matrix having 8 states and 9 symbols (w: walk, a: attack, c: chat, p: pickuppotion, f: pickupfood, k: pickupkey, e: enterworld, l: leaveworld, r: removed) derived based on a priori knowledge on the Zereal player models

Figure 16: Recognition rates of four types of HMMs over 10 games