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Research/Development Areas

Intelligent Computer Entertainment Laboratory

Head researchers: Ruck THAWONMAS, TANIGUCHI Akira 

Intelligent Techniques for Increasing 
the Value of Computer Games & 
Adaptive Artifi cial Intelligence in the 
Real World: Symbol Emergence in 
Robotics

We divide into two teams as follows.
Team RT:
Our research emphasizes applying 
art i f ic ia l  inte l l igence and other 
intelligent methods to computer games 
for well-being games, live video game 
streaming, and digital humanities. 
Related basic research is conducted on 
a case-by-case basis as needed. We are currently pursuing the 
potential of generative AI, large-scale language models, and prompt 
engineering. 
These technologies will enable us to provide more realistic and 
engaging ̶ serious or non-serious ̶ game experiences. These 
studies will also help game developers explore new game mechanics 
and create more engaging games for players. 
Team AT:
Humans acquire concepts and behaviors through physical 
interactions with their environment and by imitating others, 
eventually enabling communication. To reveal such emergent 
intelligence will be essential for understanding human intelligence 
and society. This theme aims to understand human intelligence and 
create artificial intelligence by covering a wide range of fields 
including machine learning and robotics.
By participating in intelligent robot 
competitions, we have been challenging 
ourselves to realize robots capable of 
real-world communication. We are also 
focusing on collaborative learning 
between humans and machines and 
brain-inspired artifi cial intelligence.

Research/Development Areas

Human Vision & Color Science Laboratory

Head researcher: SHINODA Hiroyuki 

Research on Human Visual Information 
Processing and Color Science using 
Psychophysics

http://www.hvcs.ci.ritsumei.ac.jp

We investigate the characteristics of human vision systems, 
and apply the acquired knowledge to color science and visual 
environment engineering. Understanding of human 
characteristics is important for evaluating the functionality 
and comfortability of industrial products or visual environments. 
Light that is input to the visual system is “physical”, whereas 
sight, which is the fi nal output, is “psychological”, so we use 
psychophysical methods to examine the functions and 
relationships that link the two. So far, we have contributed to 
the creation of many products, including UDcolor®, software 
for the colorblind, CRS®, a lighting system for the elderly, and 
Feu®, a brightness index for visual environment. In addition, 
we are pursuing a wide variety of research topics such as 
motion picture sickness, visual acuity defined by cortex, 
assessment method of cataract progress, display color 
management system that does not require colorimeter, and 
evaluation of display image quality in various visual vironments.

Research/Development Areas

Computational Intelligence Laboratory

Head researchers: NISHIKAWA Ikuko, 
SONODA Kohei, Yu SONG

Development and 
Application of 
Computational 
Intelligence

Machine learning and optimization are developed for data 
recognition/generation, and system analysis/optimization. 
Deep neural networks are trained by the past data to 
recognize the future data or to generate required data, 
moreover, those are combined in a framework for the anomaly 
detection, domain adaptation, fi ne tuning of the huge general 
foundation model etc. The present research topics include 
‘Medical image segmentation based on diff usion models’ to 
detect the small and complex shaped tumors; ‘Fine tuning of 
the multi-modal foundation model’ to train the adapters of the 
general backbone model for specialized complicated tasks; 
‘Universal domain adaptation’ to transfer the acquired 
knowledge to other new domains. Diff erent applications are 
based on common modelling and formalization frameworks 
which enables the 
t r a i n i n g  o r 
o p t i m i z a t i o n 
techniques. New 
challenges arise 
every year.
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